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# Introduction

According to the Oxford dictionary, statistics is a branch of mathematics dealing with the collection, analysis, interpretation, presentation, and organization of data. Data may be of any applied science field such as medical, finance, social, physics etc and they can be separated into 2 types quantitative and qualitative.

The typical steps of a statistical analysis are seven in general :

1. Define the problem
2. Data collection and manipulation
3. Explore the data
4. Using the above three decide the model that will be used
5. Fit the model
6. Check the model and develop if necessary
7. Make the final model and infere

The above step are not distinct and in some cases there are overlaps and more steps nested. The same principles can be applied in the Bayesian Framework too.

In this tutorial we will learn:

* The bayesian intuition
* Fit the bayesian methods in simple popular statistical approaches such as:
  + (M)ANOVA
  + Linear Regression
  + Poisson regression
* Multi-lelel modeling
  + Hierarchical models
  + Meta analysis

# Common probability distributions

## Discrete distributions

### Uniform

The uniform distribution is the simplest discrete probability distribution. It assigns equal probability to N different outcomes, usually represented with numbers 1,2,....,N .

X ~ Uniform(N)

for x = 1,2,...N

One common example is the outcome of throwing a fair six-sided die where N=6.
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### Bernoulli

The Bernoulli distribution is used for binary outcomes, such as 0 and 1. It has one parameter p, which is the probability of "success" frequently geting 1 (or any value we set). X ~ Bern(p)

for x = 0, 1

E[X] = p

Var[X] = p(1-p)

One common example is the outcome of flipping a fair coin (p = 0.5)

### Binomial

The binomial distribution counts the number of "successes" in n independent Bernoulli trials (each with the same probability of success). Thus if are independent Bernoulli(p) random variables, then Y = is binomial distributed.

Y ~Binom(n, p)

P(Y= y|n,p) = , for y = 0,1, ..., n

E[Y] =np

Var[Y]= np(1-p)

where .

### Poisson

The Poisson distribution is used for counts, and arises in a variety of situations. The parameter > 0 is the rate at which we expect to observe the thing we are counting.

X~Pois()

E[X] =

Var[X] =

A Poisson process is a process wherein events occur on average at rate , events occur one at a time, and events occur independently of each other.

Example:

Significant earthquakes occur in the Western United States approximately following a Poisson process with rate of two earthquakes per week. What is the probability there will be at least 3 earthquakes in the next two weeks? Answer: the rate per two weeks is 2\*2 = 4, so let X ~Pois(4) and we want to know

Note that 0! = 1 by definition.

### Geometric

The geometric distribution is the number of failures before obtaining the first success, i.e., the number of Bernoulli failures until a success is observed, such as the first head when flipping a coin. It takes values on the positive integers starting with 0 (alternatively, we could count total trials until first success, in which case we would start with 1).

X~Geo(p)

, for x=1,2,...

If the probability of getting a success is p, then the expected number of trials until the first success is 1=p and the expected number of failures until the first success is (1 - p)=p.

### Negative Binomial

The negative binomial distribution extends the geometric distribution to model the number of failures before achieving the rth success. It takes values on the positive integers starting with 0.

Y~NegBinom(r,p)

P(Y= y|n,p) = for y=1,2,...

E[Y] =

Var[Y] =

Note that the geometric distribution is a special case of the negative binomial distribution where r = 1. Because 0 < p < 1, we have E[Y] < Var[Y]. This makes the negative binomial a popular alternative to the Poisson when modeling counts with high variance (recall, that the mean equals the variance for Poisson distributed variables).

### Multinomial

Another generalization of the Bernoulli and the binomial is the multinomial distribution, which is like a binomial when there are more than two possible outcomes. Suppose we have n trials and there are k different possible outcomes which occur with probabilities . For example, we are rolling a six-sided die that might be loaded so that the sides are not equally likely, then n is the total number of rolls, k = 6, p1 is the probability of rolling a one, and we denote by a possible outcome for the number of times we observe rolls of each of one through six, where and

# Bayesian Theory

## History

Bayesian statistics are based on the homonymous Bayes' theorem or rule, invented by Thomas Bayes, which was a british reverend the 1740s . His primary field of studying was theology but Bayes was also "amateur" mathematician. He was influenced by David Hume a philosopher teacher while his studies in Edinburgh proposing that we can only rely on what we learn from experience. The probabilities as a mathematical field these days where just emerging being able to solve simple problems like *what is the probability of observing an effect given a cause?* but not the inverse P(cause | effect). Bayes gave a simple example of tossing balls on a table and recording where they stop (to the left or to the right side of the table), noting that the more balls are thrown, the better we may infere if the ball-tosing is bias to a side. This is nowadays called a learning process and although it was a remarkable finding Bayes forgot it in a drawer (!) until his death.Richard Price found it and after studing his papers for 2 years and making some corrections he finally published **An Essay toward solving a Problem in the Doctrine of Chances”. 1763**.

Still the theorem was just an example not having the final form of today and even after this publication no-one really continued the development except of Laplace, who was trying to solve an astronomical problem , studied Price's paper developed a first version of what we now call Bayes theorem. The reception of Laplace's proposal was slightly hostile due to the inherent challenges such as the equal prior probabilities, being subjective and the serious technical computational problems in practice, which is still a great issue .

## Bayes theorem

Bayes theorem is calculating the probability event given prior knowledge of conditions that might be related to the event. Bayes' theorem is stated mathematically as the following equation (Efron, 2013) :

where A and B are events and P(B) 0.

* P(A) and P(B) are the probabilities of observing A and B without regard to each other.
* P(A | B), a conditional probability, is the probability of observing event A given that B is true.
* P(B | A) is the probability of observing event B given that A is true.

This is the basis of Bayesian inference which is a particular approach to statistical inference, with it's own interpretation and When applied, the probabilities involved in Bayes’ theorem may have different probability interpretations. With the Bayesian probability interpretation the theorem expresses how a subjective degree of belief should rationally change to account for availability of related evidence. Bayesian inference is fundamental to Bayesian statistics.

# Monte Carlo estimation

## Simulation and CLT

Before we learn how to simulate from complicated posterior distributions, let’s review some of the basics of Monte Carlo estimation. Monte Carlo estimation refers to simulating hypothetical draws from a probability distribution in order to calculate important quantities. These quantities might include the mean, the variance, the probability of some event, or quantiles of the distribution. All of these calculations involve integration, which except for the simplest distributions, can be very difficult or impossible.

Suppose we have a random variable that follows a Gamma(a,b). Let’s say a=2 and b=1/3 , where b is the rate parameter. To calculate the mean of this distribution, we would need to compute the following integral

It is possible to compute this integral, and the answer is a/b (6 in this case). However, we could verify this answer through Monte Carlo estimation. To do so, we would simulate a large number of draws (call them for i = 1,2,...,m) from this gamma distribution and calculate their sample mean. Why can we do this? Recall from the previous course that if we have a random sample from a distribution, the average of those samples converges in probability to the true mean of that distribution by the Law of Large Numbers. Furthermore, by the Central Limit Theorem (CLT), this sample mean approximately follows a normal distribution with mean E() and variance Var()/m. The theoretical variance of is the following integral:

Just like we did with the mean, we could approximate this variance with the sample variance

## Calculating probabilities

This method can be used to calculate many different integrals. Say h() is any function and we want to calculate This integral is precisely what is meant by E(h()), so we can conveniently approximate it by taking the sample mean of h(). That is, we apply the function hh to each simulated sample from the distribution, and take the average of all the results.

One extremely useful example of an hh function is is the indicator where A is some logical condition about the value of . To demonstrate, suppose , which will give a 1 if and 0 otherwise.

The E(h()) = . This means we can approximate the probability that by drawing many samples , and approximating this integral with . This expression is simply counting how many of those samples come out to be less than 55, and dividing by the total number of simulated samples. So simple!

Likewise, we can approximate quantiles of a distribution. If we are looking for the value such that P( < z) = 0.9 , we simply arrange the samples in ascending order and find the smallest drawn value that is greater than 90% of the others.

## Monte Carlo error

How good is an approximation by Monte Carlo sampling? Again we can turn to the CLT, which tells us that the variance of our estimate is controlled in part by m . For a better estimate, we want larger m .

For example, if we seek E(), then the sample mean approximately follows a normal distribution with mean E() and variance Var()/m. The variance tells us how far our estimate might be from the true value. One way to approximate Var() is to replace it with the sample variance. The standard deviation of our Monte Carlo estimate is the square root of that, or the sample standard deviation divided by . If m is large, it is reasonable to assume that the true value will likely be within about two standard deviations of your Monte Carlo estimate.

## Marginalization

We can also obtain Monte Carlo samples from hierarchical models. As a simple example, let’s consider a binomial random variable where , and further suppose is random (as if it had a prior) and is distributed beta . Given any hierarchical model, we can always write the joint distribution of y and as using the chain rule of probability. To simulate from this joint distribution, repeat these steps for a large number m :

* Simulate rom its Beta(2,2)distribution
* Given the drawn ,simulate from

This will produce m independent pairs of drawn from their joint distribution. One major advantage of Monte Carlo simulation is that marginalizing is easy. Calculating the marginal distribution of y, might be challenging. But if we have draws from the joint distribution, we can just discard the raws and use the as samples from their marginal distribution. This is also called the prior predictive distribution introduced in the previous course.

In the next segment, we will demonstrate some of these principles. Remember, we do not yet know how to sample from the complicated posterior distributions introduced in the previous lesson. But once we learn that, we will be able to use the principles from this lesson to make approximate inferences from those posterior distributions.

## Monte Carlo Example

# Metropolis-Hastings

Metropolis-Hastings is an algorithm that allows us to sample from a generic probability distribution (which we will call the target distribution), even if we do not know the normalizing constant. To do this, we construct and sample from a Markov chain whose stationary distribution is the target distribution. It consists of picking an arbitrary starting value, and iteratively accepting or rejecting candidate samples drawn from another distribution, one that is easy to sample.

Let’s say we wish to produce samples from a target distribution where we don’t know the normalizing constant (since is hard or impossible to compute), so we only have to work with. The Metropolis-Hastings algorithm proceeds as follows.

1. Select an initial value .
2. For i=1,…,m repeat the following steps:

* Draw a candidate sample from a proposal distribution (more on this later). \*Compute the ratio .

If , then set If , then set with probability , or with probability 1-.

Steps 2b and 2c act as a correction since the proposal distribution is not the target distribution. At each step in the chain, we draw a candidate and decide whether to “move” the chain there or remain where we are. If the proposed move to the candidate is “advantageous,” () we “move” there and if it is not “advantageous,” we still might move there, but only with probability . Since our decision to “move” to the candidate only depends on where the chain currently is, this is a Markov chain.

## Proposal distribution

One careful choice we must make is the candidate generating distribution It may or may not depend on the previous iteration’s value of . One example where it doesn’t depend on the previous value would be if is always the same distribution. If we use this option, should be as similar as possible to .

Another popular option, one that does depend on the previous iteration, is Random-Walk Metropolis-Hastings. Here, the proposal distribution is centered on . For instance, it might be a normal distribution with mean . Because the normal distribution is symmetric, this example comes with another advantage: , causing it to cancel out when we calculate . Thus, in Random-Walk Metropolis-Hastings where the candidate is drawn from a normal with mean and constant variance, the acceptance ratio is .

## Acceptance rate

Clearly, not all candidate draws are accepted, so our Markov chain sometimes “stays” where it is, possibly for many iterations. How often you want the chain to accept candidates depends on the type of algorithm you use. If you approximate with and always draw candidates from that, accepting candidates often is good; it means is approximating well. However, you still may want qq to have a larger variance than pp and see some rejection of candidates as an assurance that qq is covering the space well.

As we will see in coming examples, a high acceptance rate for the Random-Walk Metropolis-Hastings sampler is not a good thing. If the random walk is taking too small of steps, it will accept often, but will take a very long time to fully explore the posterior. If the random walk is taking too large of steps, many of its proposals will have low probability and the acceptance rate will be low, wasting many draws. Ideally, a random walk sampler should accept somewhere between 23% and 50% of the candidates proposed.

In the next segment, we will see a demonstration of this algorithm used in a discrete case, where we can show mathematically that the Markov chain converges to the target distribution. In the following segment, we will demonstrate coding a Random-Walk Metropolis-Hastings algorithm in R to solve one of the problems from the end of Lesson 2.

## Markov chains

Definition If we have a sequence of random variables where the indices *1,2,…,n* represent successive points in time, we can use the chain rule of probability to calculate the probability of the entire sequence:

Markov chains simplify this expression by using the *Markov assumption*. The assumption is that given the entire past history, the probability distribution for the random variable at the next time step only depends on the current variable. Mathematically, the assumption is written like this:

for all *t=2,…,nt=2,…,n*. Under this assumption, we can write the first expression as

which is much simpler than the original. It consists of an initial distribution for the first variable, , and **n−1** transition probabilities. We usually make one more assumption: that the transition probabilities do not change with time. Hence, the transition from time tt to time **t+1** depends only on the value of .

### Examples of Markov chains

#### Discrete Markov chain

Suppose you have a secret number (make it an integer) between 1 and 5. We will call it your initial number at *step 1*. Now for each time step, your secret number will change according to the following rules:

1. Flip a coin.

* If the coin turns up heads, then increase your secret number by one (5 increases to 1).
* If the coin turns up tails, then decrease your secret number by one (1 decreases to 5).

1. Repeat \*n\*\* times, and record the evolving history of your secret number.

Before the experiment, we can think of the sequence of secret numbers as a sequence of random variables, each taking on a value in **{1,2,3,4,5}**. Assume that the coin is fair, so that with each flip, the probability of heads and tails are both 0.5.

Does this game qualify as a true Markov chain? Suppose your secret number is currently 4 and that the history of your secret numbers is **(2,1,2,3)**. What is the probability that on the next step, your secret number will be 5? What about the other four possibilities? Because of the rules of this game, the probability of the next transition will depend only on the fact that your current number is 4. The numbers further back in your history are irrelevant, so this is a Markov chain.

This is an example of a discrete Markov chain, where the possible values of the random variables come from a discrete set. Those possible values (secret numbers in this example) are called states of the chain. The states are usually numbers, as in this example, but they can represent anything. In one common example, the states describe the weather on a particular day, which could be labeled as 1-fair, 2-poor.

#### Random walk (continuous)

Now let’s look at a continuous example of a Markov chain. Say Xt=0Xt=0 and we have the following transition model: . That is, the probability distribution for the next state is Normal with variance 1 and mean equal to the current state. This is often referred to as a “random walk.” Clearly, it is a Markov chain because the transition to the next state Xt+1Xt+1 only depends on the current state .

# Popular Models

## (M)ANOVA

## Linear Regression

## Poisson regression

# Multi-lelel modeling

## Hierarchical models

## Meta analysis
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